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Outline

@ Motivations

Convergence rate of EM scheme with integrable drift

Convergence rate of EM scheme with non-integrable drift

Proofs of main results

This talk is based on a joint paper with Xing Huang & Shaoqin Zhang.
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@ Strong/weak convergence of numerical schemes for SDEs with regular
coefficients has been investigated extensively; Kloeden-Platen (1992);

@ EM scheme is valid merely to SDEs with linear growth; Jentzen, et al.
(CMS, 2016);

@ Backward EM scheme (Higham, et al., 2002), tamed EM scheme

(Dareiotis, et al., 2016; Sabanis, 2016), truncated EM scheme (Mao,
2015), -+ -
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Convergence of numerical algorithms for SDEs with irregular coefficients:

e Gyongy-Rasonyi (SPA, 2011): SDEs with Holder continuous diffusions

via Yamada-Watanabe approach;

e Yan (AOP, 2002): SDEs with Holder continuous drifts by Meyer-

Tanaka formula & estimates on local times;

e Pamen-Taguchi (SPA, 2017); SDEs with Holder continuous drift us-
ing the regularity of backward Kolmogrov equations (i.e., Zvonkin's

transformation);
Numerical approximations of SDEs with discontinuous drifts:

o Leobacher-Szolgyenyi (AAP, 2017) & Leobacher-Szolgyenyi (Numer.

Math., 2018) under piecewise Lipschitz assumption.
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SDEs with integrable coefficients:
@ Zvonkin (1974): pioneer work;
e Krylov-Rockner (PTRF, 2005): additive noise;
e Zhang (SPA, 2005; EJP, 2011): multiplicative noise;
e Huang-Wang (SPA, 2019) & Roéckner-Zhang (2018): McKean-Vlasov
SDEs;
° -
°
Approximations of SDEs with integrable coefficients:
e Ngo-Taguchi (2016): integrability condition & one-sided Lipschitz;
e Ngo-Taguchi (2017): integrability condition & 1-dimension.
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Framework

In this talk, we consider
dXt == b(Xt)dt + O'(Xt)th, t Z 0, XO =, (1)
where
e b:R? - R4 ¢ :R?— R @R
o (Wy)e>0 is a d-dimensional Brownian motion.

EM scheme associated with (1): For any § € (0,1),

dx = p(xXMdt + o(xDyaw,, t>0, X =Xo,  (2)

ts

where t5 := [t/d]9.
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Assumptions on Coefficients

(A1) ||b]|co := Sup,epa [b(z)| < 0o and there is p > & such that |b| € LP;

(A2) There exist a constant a > 0 and a locally integrable function ¢ €
C(R4;R4) such that

1
— [ p(aty)—b(a+2)Pe P dz < ¢(s)|y—2|*, v,z € RY, 5 > 0;
s2 JRA

(A3) There exist constants 5\0,/):0, Ly > 0 such that
Mlel? < ((00™)(@)8,€) < Nolé’, w6 R (UE)  (3)

and

lo(z) —o(y)|lus < Lolz —yl, z,y € R (4)
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Under (A1) and (A3), has a unique strong solution;

(X;gf;))kzo is a homogeneous Markov chain;

(A2) is imposed to reveal the convergence rate of EM scheme;

b(w) = 1y, (x) satisfies (A2).
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Main Result |

Theorem

Assume (A1)-(A3). Then, for 5 € (0,2) and q > 2, there exist constants
C1,Cs > 0 such that

]E( sup | X; _Xt(5)|ﬁ> < CleCz(l-i‘H|b|2||z%)5§(1/\%)’ (5)
0<t<T
R 1
where Yo ‘= m
Remarks:

@ Investigate rate of EM scheme for SDEs with integrability condition;
@ Drop the piecewise Lipschitz continuity on the drifts;

@ Extend to high dimensional setting;
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Further Remarks

(A2) can be replaced by (A2’") below

(A2’) There exist constants 3,6 > 0 such that
I

1 o=z |y—=)2 -
sy 5P /R L —b(y)[’e = e 7 dyde < COrfs7!
FAS] X

for some constant C' > 0.

@ The drift b satisfying (A2’) is said to the Gaussian-Besov class with
the index (3, 0), denoted by GB%O(Rd).
@ For 0 >0 and p € [2,00) N (d,00), if the Gagliardo seminorm

, [b(z) — bly)|” >
[b]Wp,G = (/RdXRd Wdl’dy)p < OO,

then b € GB?ig H(Rd).
p?
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Heat Kernel for Exact Solution

Lemma

Under ||b||oc < 00 and (A3), the transition density p of (X)¢>s satisfies
o2, T

1
p(s,t,z,2") <e 2o Zrlﬂ—Tipo(t—s,:v,x/), 0<s<t<T, (6)
=) ( +§)

where I'(+) is the Gamma function, and

_Ir_fxlz
16Xt
polt, @, 7) = (7)
(2w Aot) /2

@ The proof is due to parametrix method (Konakov-Mammen, PTRF,2000);
@ A7 is explicit.
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Heat Kernel for Numerical Scheme

Lemma

Under (A1) and (A3),

__ly=z|?
Aze rFo(i=i%)

@) (56, < RY, t>j6, 6€(0,1). (8
p (‘7"x’y)_(Qmo(t—jd))d/T z,y €RY, t>jo, 6€(0,1). (8)

v

Ideas for the proof

@ parametrix method (Konakov-Mammen, PTRF,2000)+C-K equation;

@ A3 and kg are explicit.
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Estimate on Displacement of b

Lemma

Under (A1)-(A3), for any T' > 0, there exists a constant C' > 0 such that

T
/ Elb(X,”) — b(X)|dt < 063, (9)
0

v

@ It is easy to obtain (9) whenever b is Holder continuity;
@ The proof of (9) is based on Heat kernel estimate for numerical scheme;

@ (9) is used to reveal the convergence rate of EM scheme.

Jianhai Bao ( Central South University) Convergence rate of EM algorithm for SDEs July 15, 2019 13 /25



Krylov's Estimate for Numerical Scheme

Lemma

Assume (A1) and (A3). Then, for f € LE(T) with (p,q) € 1,

¢ 1
B( [ 15060)1r]#.) < aollflzgen(t - 9%, 0<s<e<T, (10

o 1
where g 1= T=T/g—d/2p"
® «g is explicit;

@ The proof of (10) is due to heat kernel estimate of numerical scheme.

v
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Khasminskill's Estimate for Numerical Scheme

Lemma

Assume (A1) and (A3). Then, for f € LE(T) with (p,q) € %, the
following Khasminskill type estimate

T
Eexp ()\/ |ft(Xf5>)|dt) < 21+T(2)\a0||f\|Lg(T))707 D (11)
0

holds, where ~0 := 1=72=73; and

d

1—1 5(1_1/17) ~d(1_ @=1

ag i= | = g’))l)d (3507 4 aslo1 ~ 1/a) T (028017,
0 )P )2

v

Remark: Follow the line of Xie & Zhang (2017).
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Remark (Shao, J., 2018)

@ The Krylov estimate associated with (Xt(f))tzo no longer holds true.

o Take s,t € [kd, (k+ 1)d) for some integer k > 1. Then,

B [ D] ) = sl -9 (2)

which is a random variable. Hence, it is impossible to control the

quantity on the left hand side of (12) by [|f||zz(7) up to a constant.
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Regularity of Kolmogrov Backward Equation

For any A > 0, consider the following PDE for u* : [0,T] x R? — R :

d
1
du* + 5 Z (00%¢€i,€;)Ve,Ve,ut + b+ Viyu* = Aut. (13)

,j=1

o (13) has a unique solution u* € .75

oy (0,T) satisfying

(1v )52 | V|

Too + ||V2UA||L35(T) < CillpPllze (14)

for some constant C1 > 0; see e.g. Xie-Zhang (2017).

@ There is a constant Ag > 1 such that

1
IVitlree < 5. A2 o (15)

@ We can apply 1t6’s formula to u by a standard approximation argument,
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Key Points for the Proof of Main Result |

o For O)Mz) == = + up(z),z € R? and Zt(é) = X — Xt(é), by It6's

formula,

Ao} (Xy) = M (Xy)dt + VONX)o (X;)dW;
a6} (X)) = {Au*<X<‘”> + vek<x<5>><b<xff>> —b(x{)

3

- <oa*><X§5>>>ei, ej>veiveju£<xf>>}dt

l\D\»—\

+ VX (xPyaw,.

Key Point: Choose the same 0.
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Key Points for the Proof of Main Result | (Cont.)

@ Again, by It6's formula,

t
2002 < 8 / (0)(Xs) — OMN(XD), 0 (X,) — N (XD))ds
0

S

+8 /t(GQ(Xs) = 02(X), VOR (X D) (b(X ) = b(XD)))ds
0

t o) (XY — (00" ©)Y))e;, e
+MZ:1/O<<< J(XO) - (007 (XO))es, e;)
X (0)(X.) — ONXD), T, Vo 0 (X0)) ds

t
4 [ IV8X)0(X,) - D)0 (X frsds + M
0

=: I15(t) + Io5(t) + I3,5(t) + La5(t) + M.
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Key Points for the Proof of Main Result | (Cont.)

Handle I 5(t) via (15);

Deal with I 5(t) by (15) & Lemma 4;

Cope with I3 5(t) by (A3) & (15).

Estimate I, 5(¢) by the Hardy-Littlewood maximum theorem;

Obtain the estimate

(5, 7)), e

by stochastic Gronwall inequality (Xie-Zhang, 2017) and Khasminskill's

estimate.
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Main Result Il

@ In Theorem 8, the integrable condition (i.e., |b|> € LP) seems to be a
little bit restrictive;

o It rules out some typical examples, e.g., b(z) = 1| )(z);

@ By implementing a truncation argument, the integrable condition can

indeed be dropped.
Theorem
Assume (A1)-(A3) without |b|> € LP. Then, for 3 € (0,2), and p,q > 2

with % + % < 1, there exist constants C'y,Cy > 0 such that

dyg
E( sup ’Xt _Xt(5)|ﬁ) < Cl{eC’z(—g(l/\%)logé) 2z 4 1}5%(1/\%) (]_6)
0<t<T

v
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Key Points for the Proof of Main Result Il

o Let ¢ : Ry — [0,1] be a smooth function such that ¢(r) = 1,7 €
[0,1], and ¥(r) = 0,7 > 2.

o For each integer k > 1, let by(z) = b(x)(|z|/k), = € R?, which
satisfies

245

1/p_ 4
————) Tke|b)%. (17
rary) b an

Ioklloo < lIBllc and [|[ox[?[lz0 < (
e Consider the following truncated SDE corresponding to (1)

dX[ = b(XF)dt + o(X[)dW;, t>0, X§=X,  (18)
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Key Points for the Proof of Main Result Il (Cont.)

@ For g € (0,2), observe that
E|X - XO|f,., < 30 D{E|X — XH|f,, +EIXO - XPO|L
+E|XF - XPO)E 3 =3V + I + I3}

@ According to martingale inequality (Shigekawa, 2004),

bl T)2\ &
I, I, < Cyexp <(|x|;il|}:”;o ) )e 164270 T (19)
0
@ By virtue of Main Result |,
d
Iy < CyeColbIZ0k 7 54an5) (20)

@ The desired assertion is available by taking

ol

k= ( _ SquXOT(1 A %) log 5) .
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Summaries

Theorem

Assume (A1)-(A3). Then, for 3 € (0,2) and g > 2, there exist constants

Cl,CQ > 0 SUCh that, for Yo ‘= m,
]E( sup |X; — |ﬁ) < CyeC2(HIBPI 953003, (21)
0<t<T

v

Theorem

Assume (A1)-(A3) without |b|> € LP. Then, for 8 € (0,2), and p,q > 2
with % + % < 1, there exist constants C1,Cy > 0 such that

IE( sup th—Xt(‘”yﬁ) gcl{ 2 (- %(wnogé)TH}(sg(lA 3. (22)
0<t<T
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Thanks A Lot !

i Bao ( Central South University) Convergence rate of EM algorithm for SDEs



	Main Part

